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C Consonant
H High tone
L Low tone
M Mid tone

NP Noun Phrase
POS Part of Speech
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first person
second person
third person
impersonal pronoun
ACC accusative
ADJ Adjective
ADV adverb(ial)
AGR agreement
AUX auxiliary
COMP  complementizer
COMPL completive
CONT  continuous
CoP copula

DAT dative

DEF definite

DEM demonstrative
DET determiner

A WN —

F feminine
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FUT future
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SvC
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v

GEN
ICP
IDEO
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IMP
IPFV
LOC

NEG
OBJ
PART
PFV
PL
PLUR
POSS
PRS

REL
SBJV
SG

Prepositional Phrase

Serial verb construction
Tense-Aspect-Mood

World Atlas of Language Structures
Vowel

genitive

intransitive copy pronoun
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indirect object
imperative

imperfective

locative

masculine

negation, negative

object

particle

perfective

plural

pluractional (verbal plural)
possessive

present

question

relative

subjunctive

singular
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Measuring phonological complexity
in West African languages

Abstract

The discussion on the complexity of natural language is a fascinating topic that has been treated by
scholars from different philosophical and theoretical perspectives. The main challenge to overcome when
studying complexity is represented by its quantification: discussing complexity means dealing with objective
measurements. Since languages are systems, i.e. they are made up of elements, it is possible to examine the
structural complexity of a language by counting the elements present in the system. Systems (that is, lan-
guages) are in turn made of sub-systems (that is, areas), each sub-system being described by a series of
features whose inventory sizes can be, for example, relatively small, relatively large, or average. This paper
aims at formulating an Index of Phonological Complexity (IPC) based on the typological features covering
the phonological area as defined in the World Atlas of Language Structures (WALS). After a brief discussion
on these features, their recoding and subsequently their normalisation to a common scale will be argued for.
Then, three indexes of phonological complexity will be proposed and applied to West African languages.
Given its high degree of linguistic diversity determined by both genetic and typological variety, West Afri-
ca is an interesting ground for measuring complexity as well as a promising laboratory for further calibra-
tion and refinement of the indexes.

Keywords: phonology, complexity, West Africa

1. Complexity: what is it?

The idea that languages are somehow ‘complex’ has a relatively long history. In the
19th century, languages were seen as products of the communities that spoke them. The
principle was clear: sophisticated communities used sophisticated languages and the most
sophisticated communities were those represented by nations. Since the complexity of a given
language was measured against abstractions such as the ‘spirit of the nation’, languages
of nationless communities were deemed — here the lexical choice is strictly dependent
on the context — simpler, primitive, or inferior. Races that built nations had something
that nationless groups did not have: the ability to express abstractions (cf. Herder 1772;
von Humboldt 1836). This (hard-to-die) idea started fading away, at least in the scientific
community, by the second half of the following century, when the Academia shifted away
from the fatally romantic assumptions of the past and replaced the old ideology with
a new one: languages, it was said now, do not differ much from each other in terms of
complexity. The over quoted passage of Charles Hockett according to which “it would
seem that the total grammatical complexity of any language [...] is about the same of any
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other” (Hockett 1958: 180) became emblematic of the new Zeitgeist permeating the view
of linguistics on the differences between languages. The rise of the generative school in
the 1960s neutralised the problem: the postulated existence of a universal grammar innate
to Homo sapiens made all the observable differences between natural languages accidental
and negligible. Saying that all languages are equally complex is, from a generativist point
of view, true and beyond the point at the same time.

The topic of linguistic complexity, however, did not die out. Descriptions of single
languages continued to be carried out and typology — also by virtue of its empirical foun-
dation — became the right standpoint from which to observe what is going on in the realm
of natural languages. More specifically, typology tells us what languages have and what
they do not have, not only feature-wise but also in terms of inventories and their sizes.

The notion of linguistic complexity as an object of study in its own is newer. A sig-
nificant number of publications appeared over the last decade and scholars from different
theoretical and methodological frameworks have proposed a variety of approaches with
the aim to address linguistic complexity as a meaningful field of enquiry (among others,
Miestamo et al. 2008; Sampson et al. 2009; Baechler & Seiler 2016). These studies define
complexity in a quite homogenous way, namely by operating a clear-cut distinction between
relative and absolute complexity.

Relative complexity is close to the popular notion that sees complexity as mostly related
to the categorization of natural languages into ‘easy languages’ vs. ‘difficult languages’,
which translates into ‘easy-to-learn languages’ vs. ‘difficult-to-learn languages’. The wide-
spread idea according to which complex languages are difficult — i.e. complexity equals
difficulty — hides a more pragmatic concern: how difficult is it for a speaker of language
X to learn language Y? We are all familiar with statements like

German is easier to learn than French if your mother tongue is Dutch.
A Russian will not have so much trouble in mastering Serbian.
Oh, you are Italian? Perfect, so you understand Spanish too!

This notion of complexity is based on the perception people have of the language they
speak (source language) and the language they want to learn (target language). This kind
of comparison is essentially empirical and is built upon unsurprising similarities between
source and target — or, better, upon similarities between homologous systems of source and
target respectively (X phonology vs. Y phonology, X morphology vs. Y morphology, and so
on). Rather unsurprisingly, when (in)direct experience does not support our stereotyped
understanding of complexity (=when the operation of relativizing complexity falls short
of data) we get lost:

Oh boy, she speaks Mekens!" Tuvinian® will be no trouble at all.

Complexity can be understood from three different perspectives: cognitive, devel-
opmental, and absolute. Cognitive complexity relates to the processing costs attached to

! Tupian, Tuparic (South America), ISO 639-3 skf.
2 Turkic, South Siberian Turkic, ISO 639-3 tyv.
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linguistic structures, while developmental complexity to the way and the order of acquisition
of such structures (Pallotti 2015: 117-118). These two kinds of complexities are relative
to the speaker/user/learner.

Structural complexity (the kind of complexity we are interested in), on the contrary,
deals with the ‘absolute’ and is defined independently of the speaker/user/learner. This notion
of complexity is based on (a) the number of elements within a given system, and (b) the
relations of these elements within the system. There is no correlation between ‘absolute’
complexity and ‘relative’ complexity: from an acquisitional point of view, it is perfectly
normal to have structurally simple systems that are very hard to manage cognitively.

Complexity will be treated here as something that can be measured: the elements of
different areas of the grammars can be ‘counted’. In phonology, such notion of absolute or
grammatical complexity translates into inventory sizes. An inventory with a large number
of items will be labelled [+complex], whereas an inventory with a small number of items
will be labelled [-complex]. This principle is exemplified by the vowel systems of Kushi
(Afroasiatic, Chadic, Nigeria, ISO 639-3 kuh) and Diyari (Pama-Nyungan, Australia, [ISO
639-3 dif): the vowel system of Kushi is more complex than that of Diyari.

i u i u
I 0
e 0
9
€ >
a a
Kushi: [+complex] Diyari: [-complex]

Table 1 — Vowel systems of Kushi (Afroasiatic, Chadic / Nigeria) and Diyari (Pama-Nyungan /
Australia): [+complexity]

The current debate on the complexity of languages has been focusing on the definition
and metrics of complexity, challenging Hockett’s assumption on ‘total complexity’. Once
the idea that a language is a mechanism whose components can be analysed in terms of
numbers (later on we will see what this exactly means) is accepted, then the master question
becomes: ‘how can we measure the global complexity of languages?’.

Let’s step back to the ‘total complexity’ notion stated by Hockett. The notion that
sees all languages as equally complex has a strong theoretical implication. If the overall
complexity of a language X is equal to the overall complexity of a language Y, then there
must a compensation effect in play between different areas of the grammar. Let’s suppose,
for example, that language X has a very simple phonology (e.g. 3 vowels, 17 consonant
phonemes, no tones, and simple syllables such as V and CV). Then, according to the idea
that all languages are equally complex, one would expect other areas of the grammar, such
as morphology or syntax, to compensate for the poor phonological system. Analogously,
if we took into account a language Y displaying a complex phonological system, then
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we would expect other areas of the grammar to be simple or less complex. But the equality
principle, reasonable (and politically-correct) it may seem, has two weak points. First of
all, it is not true that all languages are equally complex: creoles, for example, are consistent
in showing a ‘simpler’ grammar (Parkvall 2008). Secondly, the high complexity shown
by certain languages in some areas of their grammars, e.g. verbal morphology, can’t be
equalled or compensated for by complex areas in other languages. In other words, there
are cases where complexity is so high that any comparison based on the equality principle
does not hold: some languages are simply more complex than others.

This paper builds on previous work on linguistic complexity (Bentz et al. 2016; Maddie-
son 2005; 2006; 2011) and addresses the possibility to measure phonological complexity from
a typological standpoint, i.e. a global quantification specifying the phonological complexity
of a cluster of typological features. This paper has two main purposes: the formulation of
an Index of Phonological Complexity (IPC), and the application of such an index across
West African languages. The present study is based on the typological features defined in
the World Atlas of Language Structures (Dryer & Haspelmath 2013), namely the chapters
on phonology (Maddieson 2013a-k; Anderson 2013; Goedemans & van der Hulst 2013a-d;
and Hajek 2013). In order to define an IPC, I will shortly present the phonological features
considered in the WALS. Then I will argue for a numerical recoding of these features and
for their subsequent normalisation to a common scale. Having completed these preliminary
steps, I will propose three indexes of phonological complexity and discuss their application
to West African languages.

2. West Africa: a phonological zone and a testing ground

The rationale for the choice of West Africa as the testing ground for an index of pho-
nological complexity is due to the extreme variety of the region in terms of phonological
features. While an index is by definition universal (it is possible to apply it in any context
to obtain an objective measurement), not all contexts in which an index can be used are
equally interesting: the most productive way to test an index of phonological complexity
would be its application in a context displaying a high density of languages belonging to
different language phyla. The purpose of the index (and the comparative analysis of the
results obtained through its application across the languages present in a given area) does
not consist in highlighting the presence of this or that phonological feature, but rather
in identifying the inter-dependence of features and how their inventory sizes increase or
decrease when specific features coexist in the same language.

West Africa is defined here as the region bordered by the Atlantic Ocean to the west
and the south, the Sahara desert to the north, and Cameroon/Chad to the east. The region
represents only a portion of the ‘Sudanic belt’ — a vast phonological zone including West
Africa and extending to Lake Albert and the Ethiopian-Eritrean highlands to the south-cast
and east respectively — identified by Clements & Rialland (2007). Clements & Rialland’s
subdivision of Africa in six phonological zones (North, East, Sudanic, Center, South, and
Rift) is motivated by the observation that many phonological features specific to the African
continent are geographically restricted, hence the necessity to define different zones on the
basis of different clusters of phonological (i.e. segmental and prosodic) features. Almost
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all the phonological features that characterise the Sudanic belt as a whole are also found
in West Africa: if we accept the existence of a Sudanic belt (and certainly the evidence is
compelling), then West Africa alone is an excellent representative of such phonological
zone. The specificity of the West African/Sudanic region in terms of phonology is given
by the presence of a) labial flaps, b) labial-velar stops, c) vowel and consonant nasality,
d) ATR-based vowel harmony, and e) simple and complex tone systems.

Since West Africa is not treated here as a phonological zone sensu stricto, but rather as
a meaningful testing ground where complexity can be measured and analysed (and, in a sense,
observed in action) by virtue of a high degree of linguistic diversity, an important reason for
basing a study on this region is the availability of data. Despite the fact that the scientific
community is still lacking a thorough description of many African languages, the West
African region, when it comes to phonological features, is fairly represented in the WALS
and in print publications, thus allowing for a firm approach to phonology-based phenomena.

3. Phonological features

The WALS covers phonology by specifying 20 features:

# WALS features: phonology
1 1A consonant inventories
2 | 2A vowel quality inventories
3 |3A consonant-vowel ratio
4 |4A voicing in plosives and fricatives
5 |5A voicing and gaps in plosive systems
6 | 6A uvular consonants
7 | 7A glottalised consonants
8 | 8A lateral consonants
9 |9A velar nasal
10 | 10A vowel nasalisation
11 10B nasal vowels in West Africa
12 | 11A front rounded vowels
13 | 12A syllabic structure
14 | 13A tone
15 | 14A fixed stress locations
16 | 15A weight sensitive stress
17 | 16A weight factors in weight-sensitive stress systems
18 | 17A rhythm types
19 | 18A absence of common consonants
20 | 19A presence of uncommon consonants

Table 2 — WALS features for the phonological area
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Each of these features displays a set of values. For a certain number of features
the values are strictly related to the size of the reference inventory. This is the case of
feature 1A (consonant inventories), 2A (vowel quality inventories), 12A (syllabic structure),
and 13A (tone). The following tables illustrate the set of labels/values assigned to each of
these features and the respective inventory size.

1A — WALS value Number of consonants
Small 6-14
Moderately small 15-18
Average 22 (£3)
Moderately large 26-33
Large 34<
Table 3 — Consonant: inventory types
2A — WALS value Number of vowels
Small 2-4
Medium 5-6
Large 7-14

Table 4 — Vowels: inventory types

12A — WALS value Syllable types
©V, cv
CVC, CCV, CCVC

OCHOWV(CEXONCXC)

Simple

Moderately simple

Complex

Table 5§ — Syllabic structures

13A — WALS value

No tone -

Tone

Simple tone system two-way contrast

3<

Complex tone system

Table 6 — Tones

Rather than being tied to the size of an inventory, some features are defined on the
basis of the presence (or absence) of a certain phonological element and in the way this
element surfaces in the language. See for example feature 7A (glottalised consonants):

7A — WALS value

No glottalised consonants

Ejectives only

Implosives only
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Glottalised resonants only

Ejectives and implosives

Ejectives and glottalised resonants

Implosives and glottalised resonants
Ejectives, implosives, and glottalised resonants

Table 7 — Glottalised consonants

4. Measuring phonological complexity in a typological perspective

In order to obtain an index of phonological complexity, i.e. a value measuring the
complexity of a cluster of features, it is necessary (1) to recode the values used in the WALS
by converting them into a numerical scale, and (2) to normalise these new values to
a common scale.

4.1. Values: recoding

The WALS categorises consonant, vowel, syllabic, and tone inventories according to
their sizes and/or complexity. Consonant and vowel inventories are defined in terms of size,
whereas syllabic structures and number of tones are referred to in terms of [+ complexity].
We can operate a label normalisation and think the four systems in terms of structural
complexity, i.e. we could range the size types of the four inventories on a scale that goes
from [+simple, —complex] to [-simple, +complex], where a system’s complexity and the
number of its elements are directly proportional. Since the aim is to attain a measure of
the phonological complexity in a given language with the ultimate goal to compare values, the
labels will be recoded in terms of numeric values. In the tables below, numeric values have
been assigned to the WALS inventory types — the lower the rank in terms of complexity,
the lower the assigned value. The five types of consonant inventories have been arranged
on a scale from 1 [+simple, —complex] to 5 [-simple, +complex].

WALS value Recoded value
small 1
mod. small 2
average 3
mod. large 4
large 5

Table 8 — WALS values for consonant inventories coded on a [1, 5] scale

Values to vowel, syllabic, and tonal inventories have been assigned in the same way.
These phonological systems display three major groups the inventories can be categorised
into, hence the values have been assigned on a [1, 3] scale:
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Vowels Value Syllables Value Tones Value
small 1 simple 1 (0] 1
medium 2 mod. simple 2 simple 2
large 3 complex 3 complex 3

Table 9 — WALS values for vowel/syllable/tone inventories coded on a [1, 3] scale

Other features whose values have been rearranged on a [1, 3] scale are 4A (voicing in
plosive and fricatives), SA (voicing and gaps in plosive systems), and 6A (uvular consonants).
For these features it is not possible to assign a different score to each of the intermediate
values, as their degree of complexity is the same. Consider, for example, the case of
feature 4A. The WALS defines 4 values, but not 4 different degrees of complexity. The
absence of voicing contrast represents the minimum degree of complexity, the presence of
contrast in plosive and fricative the maximum degree, but the plosives-only contrast and
the fricatives-only contrast are undistinguishable in terms of complexity, hence they have
been quantified with the same score. A four-value set has been coded to a three-value range.

4A — WALS values

WALS value [1, 3]

no voicing contrast

1

voicing contrast in plosive alone

voicing contrast in fricatives alone

voicing contrast in both plosives and fricatives

2
2
3

Table 10 — WALS values for plosive contrast coded on a [1, 3] scale

Similarly, the five-value feature 8A has been coded on a three-degree scale:

8A — WALS values

WALS value [1, 3]

no laterals

1

no /1/, but lateral obstruents

laterals, but no /1/, no obstruent laterals

/1/, no obstruent laterals

/1/ and lateral obstruent

2
2
2
3

Table 11 — WALS values for laterals [1, 3] scale

The seven-value feature 19A (presence of uncommon consonants) has been transformed

into a binary system ([0, 1]):

19A — WALS values

WALS value [0, 1]

None

0

Pharyngeals and “th”

1

Pharyngeals

1
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None

Labial-velars

Clicks, pharyngeals, and “th” 1
Clicks 1
“Th” sounds 1
Table 12 — WALS values for the presence of uncommon consonants on a binary
[0, 1] scale
# WALS feature Scale Type Transformation
1 1A | consonant inventories [1, 5] ordinal [0, 1]
2 2A | vowel quality inventories [1, 3] ordinal [0, 1]
3 3A | consonant-vowel ratio [1, 5] ordinal [0, 1]
4 4A | voicing in plosives and fricatives - mixed [0, 1] + reordered
5 SA | voicing and gaps in plosive systems | — mixed [0, 1] + reordered
6 6A | uvular consonants [1, 3] mixed [0, 1]
7 7A | glottalised consonants - mixed [0, 1] binary
8 8A | lateral consonants - mixed [0, 3] reordered
9 9A | velar nasal - [0, 1] binary
10 10A | vowel nasalisation [1,2] binary [0, 1] binary
11 10B | nasal vowels in West Africa - mixed [0, 1] reordered
12 11A | front rounded vowels - mixed [0, 1] reordered
13 12A | syllabic structure [1, 3] ordinal [0, 1]
14 13A | tone [1, 3] ordinal [0, 1]
15 14A | fixed stress locations - mixed [0, 1] binary
16 | 15A | weight sensitive stress - mixed [0, 1] binary
17 16A | weight factors in weight-sensitive - mixed [0, 1] binary
stress systems
18 17A | thythm types - mixed [0, 1] binary
19 18A | absence of common consonants - mixed [0, 1] binary
20 19A | presence of uncommon consonants | [0, 1] binary [0, 1] binary

Table 13 — Transformations

4.2. Values: normalisation

In order to be comparable, the value ranges of the scales obtained through recoding

([1, 5], [1, 3] and [0, 1]) need to be normalised, i.e. to be transformed and arranged on
a common scale. The three scales will be normalised to a [0, 1] interval. The reason behind
the choice of the [0, 1] interval is that it will allow us to express the Index of Phonological
Complexity as a fraction of 1, i.e. 0 followed by n digits. Moreover, the [0, 1] interval
is consistent with the previous literature on linguistic complexity (Bentz et al. 2016) or
diversity (Harmon & Loh 2010) indexes.
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X — Xomi
1 Normalised(x;) = ——————1
( ) ! Xmax - Xmin
Where:
X .~ = the minimum value for variable X
X _ = the maximum value for variable X
x. = the raw data to be normalised

i

As a result, the normalised values are as follows:

Recoded WALS values New values
[1, 5] [1, 3] [0, 1] [0, 1]
1 1 0 0
2 0.25
3 2 0.5
4 0.75
5 3 1 1.0

Table 14 — Normalised values: correspondences

5. Index of phonological complexity

An IPC can be obtained by calculating the feature value average per language:

i1
n

) IPCpursizo) =

Where:
Jf; = value of feature i
n = number of features available per language

The formula takes into account only the features for which the WALS assigns a value.
Table A in the Appendix lists the West African languages present in the WALS according
to their IPC (in descending order, where the last column indicates the number of features
available).

5.1. Adjusting the index

The IPC based on the 20 phonological features specified in the WALS poses some
questions. First of all, as shown in the table A of the Appendix, for many features there are
no values. Then, it is reasonable to say that a complete picture of the values of phonological
features is — at least with the quality and amount of data available at this moment — very
difficult to attain. These two immediate observations lead to the following question: how
many features do we have to take into account in order to calculate a reliable IPC? I will
discuss three main options: (a) a comprehensive index, (b) a quantitative-qualitative index
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based on the current availability of data, and (c) a ‘quick’ index based on a very limited
number of features.

Comprehensive index based on 20 features:

The most complete index we can envisage is an index that takes into consideration
all the phonological features. This index, the IPC is calculated using the formula
indicated below.

WALS(20)°

o1 g
-1 (where 1 <n <20)

3) IPCyursi0) =

n

The IPC,, o is certainly comprehensive, but its extent seems to collide with the paucity
of data in some phonological sub-areas, e.g. features such as 14A, 15A, 16A and 17A are
rarely described and no value can be assigned to them. Moreover, this index considers
both quantitative and qualitative features, whereas only strictly quantitative features are

indicative of grammatical complexity.

Quantitative-qualitative index based on 13 features:

The IPC,, ¢ ,;, mirrors the data available in the WALS. This index leaves aside the
features that are described only sporadically, considering instead the feature values that are
statistically consistent in terms of presence in the WALS. Out of 20 features, we observe
that 13 are those that make it to the WALS: 1A, 2A, 3A, 4A, 5A, 6A, 7TA, 8A, 11A, 12A,
13A, 18A, 19A. While the IPCWALS(”) considers a relatively high number of features, it

stills mixes quantitative and qualitative features.

o1 g
(4) IPCWALS(13)= L (Where n= 13)

n

Quantitative index based on 4 features:

The last index is perhaps the most intuitive. It cuts the issue down to size by considering
only 4 features: consonant inventory (1A), vowel inventory (2A), syllabic structure (12A),
and tonal system (13A).

DTS
(5) IPCWALS(4)= L (Where n= 4)

n

The IPC, ., s strictly quantitative. It takes into account only core features whose
values are highly documented. This index does not consider dependent features and values
(for example, consonant-vowel ratio) and bypasses the paucity of data in certain phonological
sub-areas (e.g. prosody-related features). Nevertheless, the IPC,, relies heavily on the
experts’ judgement: the incorrect description of certain features (e.g. failure to recognise
vowel harmony or tonal systems) will irremediably distort the reading of the complexity

measure.

5.2. Representativeness

In the previous section I have described three possible indexes. Each of these three
metric tools presents advantages and disadvantages. In order to operate a choice we are
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forced to look for a master criterion, which I claim to be representativeness. Even if we
could assign a value to all the 20 features listed in the WALS, the obtained phonological
picture is deemed to be a coarse-grain approximation. Languages can be categorised or
grouped together according to the values assigned to certain features, indeed the main
function of these features is dividing languages into types and not describing areas of
grammar in detail. Some features are more representative than others: we could say, for
example, that knowing the size of a consonant inventory is more relevant than assessing the
presence or absence of velar nasals. Hence, we could tie the notion of representativeness
to quantifiable inventories (consonants and vowels) and structures (syllables and tones),
leaving asides binary features (velars nasals, front rounded vowels, etc.). In other words,
representative features are independent, i.e. they express inventories and structures and not
parts of them. Therefore, among the three indexes proposed here, the IPC,, . (which, at
this point, could be renamed IPC,) is the most representative in that it considers only the
most important (i.e. basic and quantifiable) features.

6. Phonological complexity in West African languages:
some observations

In this section I will address some issues of methodological and theoretical order
arising from the application of the ICP. The first observation illustrates a general principle,
labelled here “Complexity Equilibrium”, while the others relate to the specific case of
West African languages.

6.1. The Complexity Equilibrium

The typological data available in the WALS tell us that no language displays maximum
or minimum degrees of complexity.

Consonants Vowels Syllables Tones n of languages
large (34+) large (7-14) complex complex 0
mod. small. (15-18) | large (7-14) complex complex 0
small (6-14) large (7-14) complex complex 0
small (6-14) small (2-4) simple simple 0

Table 15 — Maximum/minimum complexity (across languages present in WALS for which data are
available for the 4 phonological factors)

While it is perfectly normal to find systems (or factors) with either a very small or
a very large number of elements, when it comes to the configuration of systems (i.e. all the
systems relevant, say, to phonology) the high complexity of one factor must be balanced
by the low complexity of another factor. In this sense, a macro-system (e.g. phonology,
morphology) can be neither ‘overloaded’ nor ‘under loaded’.
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6.2. Compensation effect

Maddieson, in his statistical analysis on the relationship between syllable structures,
segment inventories and tone contrasts observes that no significant ‘compensation effect’
can be found between an increase of complexity in one sector of phonology and a decrease
of complexity in another sector, the only exception being the relationship between tonal
systems and syllabic structures (Maddieson 2007: 93ff.). He also states that “increasing
complexity of tone system is positively associated with increasing size of both consonant
and vowel inventories” (Maddieson 2007: 102).

CONSONANT INVENTORIES - TONAL SYSTEMS
30

25

20

15 Eno tone

simple
10 ‘ — P

Number of languages

& complex

Cons 0.0 Cons 0.25 Cons0.5 Cons0.75 Cons 1.0

Consonant inventories

Figure 1 — Consonant inventories and tonal systems

In this sense, West African languages seem to diverge from the general pattern identified
by Maddieson. Out of 98 West African languages (WALS plus other sources), 46 languages
present average consonant inventories. Of these, 45 have either a simple tonal system
(two-way contrast) or a complex tonal system (number of tones > 3). The total number
of languages with a large consonant inventory is 16, 11 of which display a simple tonal
system and 4 a complex tonal system.

6.3. Availability of data

The tables displayed in the Appendix consider exclusively the languages for which the
WALS reports the four core features, disregarding all those languages without a description
of consonant inventory, vowel inventory, syllable structure, and tonal system. The West
African languages listed in the WALS that satisfy this criterion amount to 56, which is
a relatively small number if compared to the total number of West African languages
represented in the A#las. Among the languages for which the WALS does not provide any
phonological data there is a high number of under-described and undescribed languages,

but also vehicular languages such as Kanuri or Pulaar. Although the IPC, . requires
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a limited number of features, these are not always readily available in the WALS. Fortu-
nately, core features can be easily assessed by consulting (when existing!) grammatical
sketches, articles, fieldwork reports, and conference papers.®> One of the major features
of the WALS is that all languages are geolocalised (although not necessarily in a precise
manner), hence it is possible to sort them by feature or combination of features and have
them represented in a map according to the values of the selected features. Considering
both the WALS and a certain number of external sources, it seems that there is a general
lack of data concerning the prosodic aspects of languages. Table A in the Appendix shows
how the features “fixed stress locations” (14A), “weight sensitive stress” (15A), “weight
factors in weight-sensitive stress systems” (16A), and “rhythm types” (17A) are rarely
described. Other features that are left undescribed in the WALS do not entail paucity of
data: the absence of description for certain features has more to do with the way the data
has been collected and/or with the timing of its insertion in the database than with the
nature of the data or the source itself. If we have at our disposal the values for features such
as consonant and vowel inventories, then it is reasonable to think that the lack of values
regarding the presence or the absence of velar nasals (9A), vowel nasalisation (10A), and
nasal vowels (10B) is merely accidental (in other words, this is a case where the lack of
information can be overcome by accessing the primary source).

6.4. West Africa as a phonological area

The purpose of this paragraph is to summarise the areal aspects from the perspective of
phonological complexity as resulting from the application of the IPC (see Appendix). Table
A shows the results of the IPC across the 56 West African languages listed in the

WALS(20)
WALS for which at least the core features are valued (that is, languages with no indication

of any of the core features have been ignored). The languages score from a maximum of
0.700 (Doyayo) to a minimum of 0.269 (Ifik). Using different IPC, languages not only
score differently but are also grouped differently (Appendix, table B). The application of

the IPC,, 50 results in 31 positions: languages scoring 0.700 (1 member: Doyayo), lan-

guages scoring 0.615 (4 members: Angas, Gwari, Kpelle, Tera), and so on. The IPC,,
results in 20 positions, while the IPC, - results in just 12. For obvious reasons there is an

observable general correspondence between the IPC,, . o) and the IPC, " Nevertheless,

if we take into account the IPC,, L520) and the IPC,, s We will observe, at least for certain

languages, a certain degree of idiosyncrasy. Fe’fe (Volta-Congo), for example, scores 0.346
(29th/31) with the IPC ., (max. value 0.700, min. value 0.269) and 0.688 (7th/12) with
the IPC (max. value 0.938, min. value 0.313). Is the phonology of Fe’fe non-complex,

WALS(4)

as the IPC,, 1520 SEEMS 1O suggest, or is this language relatively complex, as the calculation

with IPC, . implies? Again, the entire issue goes down to the representativeness of

features. The reason for such a low score with the IPC, .., resides in the fact that the
values of a few non-core features lower the global score in a significant way. This does
not mean that phonological complexity cannot be properly measured, bur rather that more
than one index is possible and that different indexes are based on different phonological

features (even if, as argued before, an index based on core features appears to be the best

3 Bibliography of data-related literature not present in the WALS is listed at the end of the article.
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candidate in order to attain a global, objective quantification of complexity). West African
languages are consistent in their syllabic structures, which generally are moderately simple,
while showing a less homogeneous pattern in consonant and vowel inventories and in
tonal systems.

7. Conclusions

In this paper I have argued for the existence of a tool — in Index of Phonological
Complexity — capable of measuring the phonological complexity of any given language.
I have used the index, based on the phonological features listed in the WALS, to calculate
the phonological complexity in a certain number of West African languages. The main
purpose of the IPC is to calculate phonological complexity cross-linguistically by taking
into account the data provided by the highest number of languages possible. As we have
seen, the WALS, while offering a solid typological framework to build the metrics of the
IPC, does not include all the data concerning phonologies of individual languages that are
available in the literature. Hence, to shift from a macro-scale scenario to a micro-scale
scenario, and then to a detailed representation of the latter, more data (both from existing
material and from the field) are needed. A general grasp on complexity is, at least within
certain limits, quite intuitive in the context of West Africa, but specific — regional and
areal — dynamics require an up-to-date and detailed representation. IPC values, in order
to say something meaningful, need to be statistically sound and anchored to phenomena
and conditions that can play a role in the increase or decrease of complexity: geographical
setting, language contact dynamics, and population size, just to name a few. In this sense,
West Africa is a particularly challenging area. The lack basic phonological descriptions for
a high number of languages hinders a meaningful representation of complexity, especially
as far as extra-linguistic factors are concerned.
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