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Online platforms: new vulnerabilities to be addressed in the european legal framework - Part
II: Platform to consumer relations
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The essay analyses the relationship between online platforms and consumers in the light of European consumer law. The
complex digital environment shaped by platforms is characterised by a lack of transparency about the role and status of
the parties active in the online marketplace, as well as by the use by online platforms of practices aimed at conditioning
consumers' behaviour and limiting or completely excluding their self-determination, giving rise to new forms of
vulnerability. In such a context, the regulation of unfair commercial practices can play a central role, provided that some
interpretative uncertainties are overcome.
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Introduction

The European Commission, in its 2016 Communication on Online Platforms and the Digital Single Market - Opportunities
and Challenges for Europe ('Platform Communication') highlighted the challenges that online platforms pose to consumer
law[1] and called for the promotion of greater transparency when traders deal with consumers using such platforms, in
particular with regard to goods/services’ rankings and data collection. More recently, in view of these challenges, the
Proposal for a Regulation on a Single Market For Digital Services (15.12.2020 COM(2020) 825 final; hereinafter DSA
Proposal) recognized the need to amend and update first of all Directive 2000/31/EC[2] (hereinafter the E-Commerce
Directive), but also other consumer law provisions applicable to online transactions between traders and consumers.

1.Rules on online marketplaces set forth by the modernization directive

A step in the direction suggested by the European institutions is represented by directive 2019/2161/UE (hereinafter
“modernization directive”[3]) that has been adopted in order to (at least partially) adapt the provisions contained in the
Unfair Commercial Practices Directive[4] (hereinafter “UCPD”) and Consumers Rights Directive[5] (hereinafter “CRD”) to
the developments occurred in the digital economy, with the aim of strengthening consumers’ rights when the latter engage
in online transactions[6].

According to the modernization directive, online marketplaces consist of “a service using a software, including a website,
part of a website or an application, operated by or on behalf of a trader which allowsconsumers to conclude distance
contracts with other traders or consumers”. This broad definition stresses the fact that online marketplaces fulfill an
intermediation role bringing together and facilitating transactions between consumers and suppliers of goods and services;
and that characteristic entails the presence of contractual relations that involve multiple parties playing different roles and
having various legal status. The same definition takes into account that digital platforms are home to the active consumer
(or prosumer[7]), so called because he or she has an active role in promoting products and services and enters into
contracts with other consumers[8].

Given the complexity of the environment where digital platforms operate, it may not always be clear to the consumer who
the parties to the supply contract are and what legal status the supplier of goods or services may have[9]. This opacity
creates uncertainty about the legal framework applicable to the supply contract[10]. Therefore, when buying from an
online marketplace, consumers need to be clearly informed about: i) the identity of the goods/services provider; ii)
whether the online platform provider bears some of the duties arising from the supply contract; iii) whether they are
buying goods or services from a trader or from a non-trader.

In this respect, CRD, as amended by the modernization directive, currently includes a new provision (art. 6 bis) that
prescribes a series of transparency duties upon the providers of online marketplaces regarding, first of all, the legal status
of the third party offering goods or services to consumers through the online marketplace and, secondly, whether the
online marketplace acts as a mere intermediary between the parties to the supply contract.

Notably, under this provision, before a consumer is bound by a distance contract on an online marketplace, the provider of
the online marketplace shall: i) inform consumers whether the third party offering goods, services or digital content is a
trader or a non-trader, based on a declaration made by the same third party; ii) in case the third party is a non-trader,
provide a short statement that consumer law does not apply to the contract concluded. The rationale of this provision
resides in ensuring that consumers do not rely on the fact that their counterparty is a trader[11]. In light of the above,
the modernization directive has added also a new art. 7, f), to the UCPD, according to which it is material the information
“whether the third party offering the products on the online market place is a trader or not, on the basis of the declaration
of that third party to the provider of the online marketplace ”. Not providing this information amounts to an unfair practice
and can be sanctioned as such.

Moreover, under the modernization directive, it is mandatory to disclose how the obligations related to the supply contract
are shared between the third party offering the goods, services or digital content and the provider of the online
marketplace. Consequently, the role of mere intermediary between the supplier of the goods or services and the consumer
may be invoked by an online platform only if that role is made apparent by clear and comprehensible communication to
consumers[12] (not entrusted to standard forms or the like). This principle, set out in various provisions of consumer law,
is at the basis of previous case law according to which a trader acting (offline) as an intermediary on behalf of a private
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individual qualifies as seller for the purposes of Article 1(2)(c) of Directive 1999/44/EC[13], where the former has failed to
duly inform the consumer of its role of mere intermediary[14].

In the same vein, building upon other existing case law[15], the modernization directive states that the information given
by the provider of an online marketplace is without prejudice to any responsibility that the latter and the third-party
trader have in relation to the supply contract under other Union or national law. This means that the determination of the
duties incumbent on the online marketplace provider as a result of the supply contract is a matter of interpretation that
must be assessed on a case-by-case basis.

2. Unfair commercial practices in platform to consumer relations

Online marketplace providers often resort to forms of commercial practices, which are able to influence consumers’
preferences and needs and oftentimes to compromise their self-determination and freedom to choose goods and
services[16]. Such practices are made possible by the deployment of digital technologies and involve the collection[17],
use and transfer of consumer data to third parties and therefore affect both consumer law and data protection law[18].

2.1. Practices amounting to forms of covert advertising: the uncertain boundary between information and
advertising

Among the practices that can threaten consumer autonomy are forms of covert advertising, which frequently occur on
online platforms. These practices are made possible by the fact that - in the context of online interactions between traders
and consumers - the boundaries between genuine information (or recommendation) and advertising have become blurred.
Digital platforms tend to take advantage of this opacity.

One example of these kinds of practices is the endorsement[19], recurring on social media platforms, of goods and
services by the so-called influencers, who present themselves as mere disinterested users, but in fact recommend
products/services on behalf of a supplier; this form of communication (being part of an entertainment content created by
users of the digital platform) has a pronounced persuasive effect on the recipients of this form of communication
(especially on minors[20]), that can be difficult to neutralise[21].

The circumstance, therefore, of not clearly stating that it is a communication with a commercial intent makes the practice
unfair under the UCPD’s provisions, according to which any form of commercial communication must be clearly identifiable
as such by the recipients of the communication[22]. In this regard, however, an important question is identifying the party
that should reasonably be expected to perform these duties (between the supplier and the influencer) and whether the
platforms have to meet also any transparency obligations. Those issues have been the subject matter of Market
Authorities’ decisions[23].

A similar practice in terms of persuasiveness and opacity is represented by the review/rating of goods or services offered
to consumers within an online marketplace by other consumers that claim to have experienced them. This type of review is
enabled by the provider of the online marketplace that makes available to its users and manages a system of reputational
feedback[24]. This practice has the merit of allowing consumers to easily obtain information from sources other than the
companies themselves that provide the reviewed products/services. However, it can be used in a way that distorts the
economic behavior of consumers and in light of this, first of all, businesses are required by the modernization directive to
ensure that such practices are transparent and truthful[25]; moreover, Annex 1 to Dir. 2005/29/EC has been amended so
as to include among the list of unfair commercial practices also those consisting in "Sending, or instructing another legal
or natural person to send, false consumer reviews or false appreciations or providing false information about consumer
reviews or appreciations on social media, in order to promote products" (Art. 23 ter), as well as in "Indicating that reviews
of a product are sent by consumers who have actually used or purchased the product without taking reasonable and
proportionate measures to verify that the reviews come from such consumers" (Art. 23 bis) [26].

2.2 .Practices related to online ranking of goods and services. Personalized ranking.

Practices related to the classification of the results of online searches for goods and services conducted by consumers in
digital marketplaces are also expressly regulated by the modernization directive. Indeed,it is well known that higher
ranking or any prominent placement of commercial offers within online search results has an important impact on
consumers’ choices. There are a range of factors which might influence the order in which search results are presented and
each online platform has its own algorithm which determines the order of presentation.

In light of that, in order to promote transparency, the modernization directive clarifies that, although it is permissible for
a business user to pay an online market, whether directly or indirectly, to “influence rankings”, nevertheless, this fact
must be disclosed, along with the effect of such payment on the ranking. Consequently a new item has been added to
Annex I of Directive 2005/29/EC, to make it clear that practices where a trader provides information to a consumer in the
form of search results in response to the consumer’s online search query, without disclosing paid advertising or payment
made specifically for achieving higher ranking of products within the search results, are unfair and sanctioned as such.
This is a transparency requirement designed primarily to protect the freedom of choice of the consumer who may be
unaware that the results of the online search are influenced by third parties or the economic interests of the online
marketplace provider. Such a transparency requirement applies also to comparison tools[27].

At the same time, it is expressly mandated that platforms set out the “main parameters determining ranking”[28], as well
as the relative importance between the various parameters, and provide this information in a clear and comprehensible
manner, not being sufficient to this end a mere “reference in the standard Terms or Conditions”(Recital 19). In this
respect, the EU Commission had already clarified that consumers, unless are informed otherwise, have the expectation
that search results are included and ranked based only on relevance to their search queries and not based on other criteria
(p. 133).

The new rules implicitly recognize that, besides the issue of influence exerted on behalf of third parties, the way
algorithms that determine the rankings of goods/services are designed may otherwise affect consumer autonomy, but also
the principle of equal treatment. This occurs when digital platforms use recommender systems[29] (i.e., algorithms that
provide suggestions about what a user might be interested in) to tailor the results of an online search to each individual
(so-called differential ranking). As a consequence, the content (commercial and non-commercial) made available to each
consumer is differentiated in light of a number of parameters, including the use of profiling and personalization techniques
(see paragraph 2.4.). This practice is widely used in e-commerce and more generally in business-to-consumer transactions
in online marketplaces.
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The opacity of the criteria used to arrange the results of the online search prevents the user from understanding the logic
recommender systems apply and means that the user can be easily manipulated in his or her purchasing choices[30].

2.3.Practices amounting to differential treatment in platform to consumers relations: price differentiation

Commercial practices involving differential treatment and/or economic discrimination against consumers[31]  are a
common feature of online markets, which parallel the forms of differentiation that occur in the context of the relations
between digital platforms and their business users.

Practices of such a nature include the so-called price differentiation[32], whereby digital marketplace operators are able to
offer the same goods and services on a large scale at different prices to each consumer[33].

The practice of price differentiation[34], when based on the inferred (in the online context as well as in the offline
environment) propensity of the consumer to pay, is not per se unlawful in the light of consumer law[35]; it may, however,
be illegitimate in some cases, depending on the techniques employed and the ways in which knowledge of the maximum
price consumers are willing to pay for a given good or service is acquired and/or exploited by digital platforms. According
to some scholars, online marketplaces that apply a differential price must inform consumers in compliance with a principle
of transparency[36]. The modernization directive[37] has expressly set forth a duty to provide "where applicable,
information that the price has been personalized on the basis of an automated decision-making process"[38], adding that
such a duty of transparency is “without prejudice to Regulation (EU) 2016/679, which provides, inter alia, for the right of
the individual not to be subjected to automated individual decision-making, including profiling” (see Recital no. 45). Thus,
the provision implicitly recognizes not only that businesses are currently able to gain exact knowledge of the individual
consumer's maximum propensity to pay for a given good or service[39], but also that the accumulation of data, a
necessary prerequisite for acquiring such knowledge, may take place in violation of the provisions on data protection[40].

2.4.Personalization of advertising and targeting techniques in platform to consumer relations

Differential pricing is only a manifestation of a broader phenomenon that occurs in online marketplaces, which is not
explicitly addressed by existing rules, the so-called personalization[41], i.e. the use of technology to optimize advertising
campaigns’ efficacy to the highest possible degree. Personalization is the combined effect of multiple technologies, which
reinforce each other (such as tracking tools and IoTs’ sensors[42], psychographic techniques, which enable psychological
attitudes to be inferred from behaviour, image and voice recognition technologies that allow businesses to capture
emotional response to advertising and to exploit such knowledge, etc.). Therefore, it has become possible to gain exact
knowledge not only about consumer preferences and characteristics, as inferred (on the basis of profiling), but also about
(mis)perceptions and vulnerabilities (due to psychological and physiological states) of individuals, as observed in real
time[43].

Businesses and organizations that use these technologies understand consumers’ decision-making better than consumers
themselves and, therefore, are able to coerce consumers into commercial decisions they would not have taken otherwise.
This is made possible by resorting to powerful tools (referred to in the literature as “hypernudges”[44]), consisting in
algorithms programmed to self-learn how to exploit vulnerabilities[45].

It is clear that, in such cases, we are faced with practices of manipulation of the consumer who operates in digital
markets[46], with the aim of exploiting and even creating new forms of vulnerability[47].  Digital consumer manipulation,
as this phenomenon is called by the relevant literature, can erode consumer autonomy, limit choice and competition,
violate privacy and even compromise personal dignity (when it is successful in persuading consumers to conduct
transaction that they would not otherwise have concluded). In the end, the influence of such practices on consumers’
decisions might result in overspending, purchasing unrequired goods, financial risks, etc.[48]. It is, therefore, pivotal to
determine the “legally permissible levels of transactional exploitation”[49] and find the adequate legal measures of
protection.

3.Role played by UCPD rules in tackling the new forms of vulnerabilities arising in the context of platform to
consumer dealings

Consumer law and most notably the legislation on unfair commercial practices can play a role in ensuring that platforms do
not cross the thin line between recourse to legitimate forms of persuasion and the exercise of undue influence or even
coercion over consumers.

And in fact, under the rules on misleading commercial practices, it is sufficient that the practice (action or omission)
employed by the trader induces or is likely to induce the average consumer to take a decision of a commercial nature that
the latter would not otherwise have taken. The trader is required to provide clear and transparent information on all
elements that, depending on the circumstances, may be decisive for the consumer's informed consent. Interpreters
therefore infer from this provision an open number of duties of information, not limited to those provided for by specific
provisions. To this end, consumers need to know whether the trader collects their personal data and for what purposes, as
well as whether data is collected that is not necessary for the provision of the service and whether, conversely, such data
is used for commercial purposes[50] (and/or is passed on to third parties). Accordingly, it is incumbent on the trader to
inform if it engages in tracking, profiling and related practices, such as personalized pricing and consumer targeting[51].

With regard to behavioural targeting and personalization techniques, the UCPD provisions against aggressive marketing
practices can help to safeguard the consumers’ autonomy, provided that some difficulties of interpretation are overcame:
i) firstly, regarding the criteria for distinguishing lawful/fair practices from unlawful/unfair ones in a digital environment,
especially with respect to the peculiarities of AI applications; ii) secondly, with regard to the way of conceptualising the
vulnerability of the consumer.

In this respect, proper interpretation of the paradigm of vulnerable consumer is desirable, considering that according to
the Charter of Fundamental Rights of the European Union, ‘Union policies shall ensure a high level of consumer protection’
(Article 38). The need for a revision of this notion is much more apparent with respect to the consumer dealing with the
complexity of the online environment[52].

With modern personalized marketing techniques, “firms can not only take advantage of a general understanding of
cognitive limitations, but they can also uncover and even trigger consumer frailty at an individual level”[53]. Therefore, to
protect consumers effectively, consideration should be given to the emergence of new forms of vulnerabilities, other than
that those considered by the UCPD’ rules (infirmity, age or credulity). Some scholars propose to adopt a more appropriate
concept of vulnerability and to focus on the limited ability to deal with business practices; they also highlight the fact that



16/7/2021 European Journal of Privacy Law & Technologies - European Journal of Privacy Law & Technologies

www.ejplt.tatodpr.eu/Article/Archive/print_html?idn=7&ida=231&idi=-1&idu=-1&print=1 4/7

the use of certain persuasive strategies, such as profile based targeting and behavioral targeting, is primarily aimed at
turning the average consumer into a vulnerable consumer[54]. However, it is much discussed whether such an outcome
can be achieved through proper interpretation of UCPD rules or rather these rules need updating. In this regard, the EU
resolution on a strategy for strengthening the rights of vulnerable consumers suggests that the concept of vulnerable
consumers should also include consumers in a situation of vulnerability, meaning consumers who are placed in a state of
temporary powerlessness resulting from a gap between their individual state and characteristics on the one hand, and
their external environment on the other hand[55].

Despite the persisting uncertainty, member States market authorities and EU Institutions interpret/apply UCPD rules in
such a way as to take into account not only individual consumers interests but also a broader economic and societal
perspective[56].  This tendency is consistent with the fact that practices such as the ones above described encroach upon
privacy, autonomy and even individual dignity.

Proper governance of online platforms is decisive when it comes to protecting fundamental rights, as recognised by the
European Parliament in its resolution on the Digital Services Act and fundamental rights issues[57]. The motto coined by
the EU Parliament is: "it is not a matter of ensuring innovations against fundamental rights but, on the contrary, of
promoting innovation through a fundamental rights framework)".
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